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Abstract

Background: Misinformation sharing on social media is a global concern with varying influencing
factors across different societies. Understanding these factors is crucial to designing effective
interventions, particularly in non-Western contexts, such as Iran.

Methods: This cross-sectional quantitative study used a crowdsourcing survey with chain referral
sampling to recruit 600 adult media users in Hamadan, Iran (57.8% women and 42.2% men).
A structured questionnaire adapted from validated scales assessed psychological, social, and
cognitive factors. Partial least squares structural equation modeling was applied to analyze data
with significance set at P<0.05.

Results: Key predictors of sharing intention included trust in government (3=0.147, P<0.001),
accuracy assessment (B=-0.539, P<0.001), fear of missing out (3=0.110, P=0.003), media
dependency (3=0.080, P=0.023), social comparison (3=-0.089, P=0.006), and media fatigue
(B=-0.124, P=0.001). Media literacy did not moderate these relationships. Among demographic
variables, only education level showed a significant effect (3=-0.12, P<0.01). The results of
structural equation modeling indicated good model fit: y2=112.5, standardized root mean
square residual =0.07 (values<0.08 suggest good fit), and normed fit index=0.90 (values>0.90
are acceptable).

Conclusion: Our study revealed unique cultural drivers of health misinformation sharing in
Iran, highlighting the critical roles of institutional trust and accuracy assessment. The findings
emphasize the need for context-specific strategies in developing interventions to combat
misinformation.
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Developing countries
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Introduction

users vulnerable to emotional or misleading content.

The global rise of social media has revolutionized health
communication, creating unprecedented opportunities
for information sharing while enabling the rapid spread
of misinformation (1). During the COVID-19 pandemic,
misinformation about vaccines—from exaggerated risks
to conspiracy theories—was widely disseminated on
platforms such as Twitter and Telegram (2,3). Such content
not only distorted public perception but also reduced
trust in scientific institutions, undermined vaccination
campaigns, and contributed to risky health behaviors
(4). Unlike conventional media, social media invites
fast, personal, and conversational sharing. Users post
health information not only to educate others but also to
express identity, connect socially, or seek validation. These
incentives can override concerns about accuracy and leave

Tackling misinformation, therefore, needs something
beyond algorithms and fact-checkers; it also demands an
understanding of the psychological and social dynamics
that influence how and why users engage (5,6).

Guided by the framework of Weiss et al (7), this study
aims to examine key misinformation drivers, namely,
social media trust, fear of missing out (FoMO), social
comparison, fatigue, self-disclosure, and education level. In
this study, the model will be extended with four empirically
supported factors: government trust, accuracy evaluation
capacity, perceived threat, and media literacy (8,9).

Trust-related factors play a central role. Credibility in
social media, among friends, and among content creators
can decrease skepticism and encourage the sharing of
uncritical content (9). Similarly, trust in government plays
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a role in how people respond to messages from public
health officials. In low-trust environments, users may reject
public health guidance in favor of alternative explanations
or conspiracies, while excessive trust may lead to uncritical
acceptance of biased or misleading content (10,11).

Cognitive and behavioral factors, such as accuracy
appraisals, are also important. Most people routinely
assume that participants share misinformation for lack of
reasoning, but new evidence suggests that participants are
far from exclusively guided by the judgments of accuracy
when deciding what to share (12). In crises, people become
more dependent on social media for news and emotional
regulation, increasing their exposure to misinformation—
especially when fact-checking skills are weak (5).

Emotional and social factors further influence sharing
behavior. FOMO may prompt users to share information
quickly to remain socially relevant, without verifying its
accuracy (13). Social comparison, which is exacerbated
on platforms that highlight social status, can lead users
to promote identity-consistent narratives-even if they
are false (14,15). Additionally, self-disclosure, or the act
of sharing personal views online, can cause impulsive
behavior and over-sharing of emotions that avoid fact-
checking (16).

Cognitive strain, including social media fatigue,
interferes with deliberate decision-making. The repetition
of misinformation is known to increase its perceived
truthfulness, and the use of mental shortcuts, emotions, or
fluency—the easier one can process the information—also
creates vulnerability to misleading information (15,17,18).
Moreover, perceived threat in health emergencies results
in anxiety and urgency. Alarming stories may be shared
so that people can avoid that behavior or feel safe doing it
even if that implies anything but the truth (19).

Finally, media literacy acts as a potential ‘buffer’. It is the
capacity to access, analyze, and critically evaluate media
content. Users who are media literate are more alert to
being manipulated by tactics like charged language or
misleading imagery. Significantly, media literacy has
the potential to act as a moderator of the effect of other
variables (e.g., trust or FoMO) on intention to share
misinformation (20).

Despite the growing body of research on misinformation,
there are several important gaps in this area. First, there
remains a significant geographic bias, with most studies
focusing exclusively on Western contexts while neglecting
important cultural dynamics, such as collectivism and
institutional distrust, that characterize many non-Western
settings, including Iran (21). Second, existing studies
tend to examine isolated predictors (e.g., trust or FOMO)
in isolation rather than developing comprehensive,
integrated models that account for multiple factors
simultaneously. Finally, despite the theoretical importance
of media literacy in sharing information, its potential
moderating role in mitigating misinformation sharing has
been underexplored.

Therefore, this cross-sectional study examines the

psychosocial drivers of COVID-19 vaccine misinformation
sharing among Iranian Telegram users, aiming to assess
how trust, cognitive-emotional factors, and threat
perceptions predict sharing behavior and test whether
media literacy moderates these relationships (Figure 1).

Methods

Study Design and Participants

This study is part of a larger research project aimed
at understanding factors influencing the sharing of
COVID-19 vaccine misinformation on social media. The
first phase of this project, which focused on the impact of
message framing on information evaluation and sharing
intentions, has been published elsewhere (22). The current
study extends this research by examining additional
psychological and social factors that influence the sharing
of misinformation.

The study specifically targeted adult users of the social
media platform Telegram in Hamadan, Iran. It took place
during November and December 2022, a time when
COVID-19 vaccination misinformation was prevalent
on social media. A crowdsourcing survey was used to
collect data, ensuring diverse information while upholding
privacy and security standards.

The sample size was determined considering an alpha
level of 0.05, a power of 0.8, an estimation error of 1.1, and
a non-response rate of 20%. This resulted in a minimum
sample size of about 600 participants. The data collection
process and participant recruitment strategy for this study
were consistent with those described in our previous work
(22). Briefly, this study employed a chain referral sampling
technique, along with social media announcements, to
recruit participants. To this end, an advertising campaign
was run on two popular local news channels on Telegram.

Media literacy

/

Trust in government

Accuracy of information
evaluation

FoMO

Online trust

Intention to share

Self-disclosure

Social comparison

Social media fatigue

Media dependency

Perceived threat

Figure 1. Conceptual Model of the Study
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Participants who completed the survey were asked to
share the links with other eligible individuals. Using this
method, 193 individuals were selected, accounting for 32%
of the total 600 participants.

Measures

Misinformation refers to unintentional falsehoods,
while disinformation involves intentionally spreading
false information (23). As identifying the intent behind
false information is a difficult task, this study aimed to
explore factors influencing the sharing of both types, so
the term “misinformation” was broadly used to include
both intentional and unintentional instances of false
information.

A questionnaire was developed by adopting or modifying
existing scales from previous studies (9,15,18,24) based on
our theoretical framework. The initial draft was evaluated
by seven experts in health and communication to ensure
content validity. In a pilot survey, the questionnaire was
completed by 60 social media users, and their feedback
was utilized to revise the item wording and address any
potential misunderstandings. Our final instrument to
measure factors influencing the sharing of COVID-19
vaccine misinformation consisted of 50 items. Online
trust, perceived threat, and self-disclosure were measured
with 3 items (e.g., “I trust the videos shared on social
media”), 5 items (e.g., “How worried are you about getting
infected with COVID-19?”), and 4 items (e.g., “I share my
personal information on social media to connect better
with others”), respectively. In addition, FoMO, social
media fatigue, and social comparison were assessed with
3 items (e.g., “I worry that if I don't share posts, I will
lose friends and followers”), 5 items (e.g., “Using social
media makes me physically tired”), and 3 items (e.g., “I
compare my life with others when I'm on social media”),
respectively. Moreover, social media dependency, media
literacy, and trust in government were evaluated with
6 items (e.g., “I spend more time on social media than
I expect”), 8 items (e.g., “When I read something about
COVID-19, I compare it with other related information”),
and 13 items (e.g., “I trust the Ministry of Health to control
COVID-19”), respectively. All constructs were assessed

Table 2. Discriminant Validity Assessment

Sharing vaccine misinformation: psychological an_

using a 5-point Likert-type scale.

Participants  also  provided  sociodemographic
information, including age, gender, marital status,
occupation, education level, perceived economic status,
and history of COVID-19 infection.

The reliability and validity of the constructs were
examined by testing indicators for composite reliability,
Cronbach’s alpha, convergent validity, and discriminant
validity (Tables 1 and 2). Convergent validity was assessed
using the average variance extracted, which measures the
amount of variance captured by a construct in relation to
the variance due to measurement error.

Table 1 presents the descriptive statistics and reliability
indices of the constructs. All constructs exhibited
acceptable internal consistency. Specifically, Cronbach’s
alpha values ranged from 0.726 to 0.975, exceeding the
recommended threshold of 0.70, indicating satisfactory
internal reliability. The composite reliability values also
exceeded the commonly accepted threshold of 0.70 for all
constructs, suggesting that the measurement items reliably
capture the latent variables. Regarding convergent validity,
average variance extracted values for all constructs were
greater than 0.50, representing that more than half of
the variance in the indicators was accounted for by the
corresponding constructs. These results confirm that
the latent constructs were adequately measured by their

Table 1. Descriptive Statistics and Reliability Measures

Structures Mean (SD) Cr(/)\r::’);:h’s iz:?apb(zlsiitt; AVE
FoMO 2.38(0.87) 0.771 0.775 0.576
Media dependency  3.05 (0.89) 0.845 0.864 0.567
Media fatigue 2.82 (0.94) 0.895 0.914 0.682
Media literacy 2.85(0.37) 0.893 0.706 0.645
Media trust 2.80 (0.86) 0.843 0.902 0.754
Perceived threat 3.37(0.81) 0.726 0.823 0.507
Self-disclosure 2.85(0.91) 0.835 0.866 0.621
Trust in government ~ 2.85 (0.37) 0.975 0.967 0.691
Social comparison 2.91 (1.06) 0.578 0.578 0.578

Note. SD: Standard deviation; AVE: Average variance extracted; FOMO: Fear
of missing out.

FOMO Media Me.dia Media Media Trust Perceived ) Self- Trust in Socia.l
Dependency Fatigue Literacy Threat Disclosure  Government Comparison
FoMO
Media dependency 0.235
Media fatigue 0.272 0.732
Media literacy 0.24 0.188 0.137
Trust in social media 0.315 0.057 0.055 0.053
Perceived threat 0.4 0.165 0.155 0.359 0.351
Self-disclosure 0.544 0.324 0.238 0.066 0.301 0.211
Trust in government 0.323 0.055 0.02 0.122 0.105 0.227 0.149
Social comparison 0.316 0.688 0.585 0.097 0.12 0.225 0.299 0.054

Note. FOMO: Fear of missing out.
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observed variables.

Table 2 provides the results of the discriminant validity
assessment using the heterotrait-monotrait ratio. In
our analysis, all heterotrait-monotrait ratio values
between constructs remained below the 0.85 threshold,
suggesting that the constructs are empirically distinct
from each other. This supports the conclusion that each
variable measures a unique aspect of the theoretical
model and that multicollinearity is not a concern in the
measurement model.

A compilation of eight false and eight accurate messages
regarding the COVID-19 vaccine was obtained to assess
the accuracy of information evaluation and the intention to
share false information. These messages were chosen from
two main sources: the official website of the WHO and
various online media and social media platforms in Iran.
The participants received an explanation of the study’s
goals and research inquiries. Prior to administering the
questionnaire, consent was obtained from the individuals
involved in the study. Initially, participants received
sociodemographic background items, and then they were
asked to complete a questionnaire of factors influencing
their intention to share information. Finally, 16 messages
were presented in a random order, and participants were
asked, “To the best of your knowledge, is the claim in the
above message accurate?” (yes/no) and “Would you share
this message online?” (yes/no).

Data Analysis

To validate the conceptual framework, partial least squares
structural equation modeling (PLS-SEM) was employed,
assessing the outer model and then the inner model. To
address common method bias, Harman’s single-factor test
was conducted due to the collection of single-point data.
The first factor accounted for 29.8% of the total variance,
below the 50% threshold, indicating no significant bias.
Finally, the moderating effect of media literacy was
incorporated into the model. The moderating effect of
media literacy was evaluated using interaction terms in the
PLS-SEM model and via bootstrapping.

Results

Descriptive Results

A total of 600 participants (347 females and 253 males)
volunteered for the study (Table 3). Nearly 43.5% were
aged 18-30 years old, and less than 15% were above 60
years old. The employment rate was 36.2%, while 58.7%
had a university degree. Over half (53.3%) reported fair
economic status (Table 3).

Hypothesis Test

Table 4 summarizes the results of the structural model. The
accuracy of information evaluation (B=-0.539, P<0.001),
FoMO (p=0.110, P=0.003), social comparison (3 =-0.089,
P=0.006), media dependency ( =0.080, P=0.023), media
fatigue (p=-0.124, P=0.001), and trust in government
(B=0.147, P<0.001) significantly predicted intention to

Table 3. Demographic Characteristics (N =600)

Characteristics Frequency Percent
Gender
Male 253 42.2
Female 347 57.8
Education
High school or below 104 17.3
Diploma 144 24.0
Associate degree 57 9.5
Bachelor’s degree 219 36.5
Postgraduate 76 12.7
Age
18-30 261 43.5
31-45 176 29.3
46-60 74 12.3
61-75 58 9.7
>75 31 5.2
Marital status
Single 281 46.8
Marriage 231 38.5
Divorced 56 9.3
Widow 32 5.3
Perceived economic status
Excellent 17 2.8
Good 117 19.5
Fair 320 53.3
Poor 146 24.3
Employment status
Employed 217 36.2
Retired 55 9.2
Unemployed 65 10.8
Not in the labor market 263 438

(student, disabled, and the like)

share COVID-19 vaccine information. The moderating
effect of media literacy was not revealed for any of the
assumed relationships. Among the demographic variables,
only educational level had a significant effect (3=-0.12,
P<0.01). The structural equation modeling results
demonstrated good model fit: x*=112.5, standardized
root mean square residual=0.07 (values<0.08 suggest
good fit), and normed fit index=0.90 (values>0.90 are
acceptable), explaining 52.5% of variance in sharing
intention (R*=0.525), indicating a moderate effect
size (25). Moreover, the square values were>0, which
indicates that the model has good predictive relevance.
Figure 2 displays a summarized and visually structured
representation of the final model, as generated by the
PLS software.

Discussion
Our study has provided valuable insights into factors that
influence the sharing of COVID-19 misinformation and
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Table 4. Results of the Structural Model

B T Value P Value Decision
FoMO ->sharing intention 0.110 2.24 0.003 Supported
Media dependency ->sharing intention 0.080 2.20 0.023 Supported
Accuracy evaluation->sharing intention -0.539 12.44 <0.001 Supported
Media fatigue ->sharing intention -0.124 2.03 0.001 Supported
Trust in social media ->sharing intention 0.032 0.158 0.316 Not supported
Perceived threat - >sharing intention 0.014 0.793 0.713 Not supported
Self-disclosure ->sharing intention -0.010 1.66 0.764 Not supported
Trust in government->sharing intention 0.147 3.68 <0.001 Supported
Social comparison ->sharing intention -0.089 2.18 0.006 Supported
Education level ->sharing intention -0.12 2.25 <0.001 Supported
Gender ->sharing intention 0.042 1.01 0.094 Not supported
Age ->sharing intention -0.038 0.87 0.386 Not supported
Marital status ->sharing intention 0.025 0.64 0.521 Not supported
Perceived economic status->sharing intention -0.017 1.58 0.083 Not supported
Employment status->sharing intention -0.031 0.73 0.467 Not supported

"
Al

online trust

i F
v
'

A

precievef threat

i/

selfdisclosure

FOMO

Figure 2. Final Structural Model With Path Coefficients Obtained From PLS-SEM
structural equation modeling

can inform the development of interventions to combat
the spread of false information during pandemics. The
current study was conducted in Iran, a developing nation
that was faced with the damaging effects of spreading
misinformation during the COVID-19 pandemic.
Additionally, to the best of our knowledge, this study is
one of the few to examine the moderating role of media
literacy in sharing misinformation. Specifically, our
findings revealed that both societal (e.g., the level of trust
in government) and individual (e.g., accuracy evaluation,
FoMO, media dependency, social comparison, and media

0,026 / _medialiteracy *. ) jo¢

Sharing intention

0.124

Mediafatigue

v .
% .
AL -
AN -

accuracy

\‘ * 'Y LI
\, 0081 0.539

0,056 ¢

Y

govverment trust

socialcamparison

mediadependency

Analysis. Note. FOMO: Fear of missing out; PLS-SEM: Partial least squares

fatigue) factors contribute to the prediction of sharing
COVID-19 vaccine misinformation.

According to some previous studies, the ability to
evaluate information accuracy has been identified as a
factor that influences individuals’ intention to refrain
from sharing false information, which is consistent
with our findings. However, recent research suggests
that, in addition to the challenges of assessing accuracy,
individuals’ susceptibility to misinformation plays a
more significant role in information dissemination. For
instance, Piksa et al (26) found that in active information

J Educ Community Health. 2025; 12(3) | 5



sharing, the alignment of information with existing beliefs
outweighs its actual accuracy.

Our study revealed a significant positive relationship
between trust in government and their intention to
share COVID-19 vaccine misinformation. This result is
unexpected but expected within the media and political
contest of Iran, in which state-affiliated actors dominate
social media space. Our results demonstrated that
increased trust in government could result in increased
susceptibility to spreading misinformation, as individuals
who trust government more will tend to perceive content
with official lines as more credible in themselves,
irrespective of whether it is factually true or not. This is
further supplemented by the use of sharing misinformation
to convey politics and allegiance to one’s group, where
sharing is less about information passing but more about
affirming one’s self. The modest but significant correlation
between trust in government and trust in social media
(r=0.09) indirectly corroborates this reading, which can
suggest such users are likely to perceive government-
related social media content as particularly trustworthy.
This contrasts with the findings in some Western contexts,
where institutional trust was a buffer against information
sharing misinformation (27). The difference highlights the
super-relevance of controlling for political and cultural
contexts to examine misinformation dynamics.

Our study findings, in line with those of previous
research (15, 28), suggest that FOMO can have a positive
impact on the dissemination of misinformation through
social media. We propose two potential explanations
for this association. Firstly, individuals who experience
FoMO may feel distressed by perceiving social exclusion
on social media, leading them to hastily share content
without thoroughly assessing its accuracy or verifying
its sources, as a means of maintaining connections and
avoiding exclusion. Secondly, misinformation often
possesses engaging qualities that make it captivating, and
individuals experiencing FoOMO may perceive a higher
value in sharing such content. However, it is important to
note that conflicting results have been observed in some
studies, indicating that FOMO may not be a significant
predictor of sharing misinformation. This highlights the
need for a deeper understanding of the underlying factors
that influence individuals’ responses to the relationship
between FOMO and the dissemination of misinformation.

Similar to prior research, our study indicated that
individuals with lower education levels were more
prone to share misinformation (8). This suggests that
educational backgrounds may play a role in mitigating
the dissemination of false information within the intricate
social media landscape.

In line with a recent study (15), our results revealed
that individuals who engage in social comparison, aiming
to demonstrate their knowledge and project a positive
image, are more likely to exercise caution and less likely
to spread misinformation. However, the results of Hu and
Apuke (29) discovered a positive association between

social comparison and the sharing of misinformation.
This underscores the need for further research to better
understand the relationship between social comparison
and the dissemination of misinformation.

Similar to the findings of Wu (9), our results represented
a positive correlation between dependency on social media
and the dissemination of misinformation. This association
can be justified by several factors. Firstly, individuals who
extensively use social media may be exposed to a large
volume of false information, leaving them insufficient
time to evaluate its reliability or accuracy. Consequently,
they are more prone to sharing information without the
necessary fact-checking or verification. Secondly, social
media algorithms personalize individuals’ feeds based on
their past interactions and interests. People who heavily
rely on social media may, therefore, be more likely to come
across and spread false information that supports their
preconceived notions.

The study’s findings confirmed a negative association
between social media fatigue and the sharing of
misinformation. This could be explained by reduced
engagement with social media platforms and more selective
information consumption and sharing habits. However,
these results contradict those of some previous studies,
highlighting the need to explore additional factors that
influence the relationship between social media fatigue and
the spread of false information (15,17). Recent research
suggests that cognitive ability and personality traits, such
as narcissism, also play a role in how social media fatigue is
associated with the dissemination of misinformation (17).
Accordingly, individuals with higher levels of narcissism
are more likely to share misinformation when experiencing
fatigue, even if they have high cognitive abilities.

Finally, we did not find evidence that media literacy
moderated the study’s assumed relationships. The absence
of moderation effects of media literacy may confirm the
proposition that, regardless of the level of users’ media
literacy, everyone is susceptible to the spread of COVID-19
misinformation. There has not been much research on
the impact of media literacy on sharing health-related
misinformation. In contrast, Wei et al (30) found that
the effects of studied variables, including trust in social
media, status-seeking, information sharing, and news-
finds-me perception, were significantly stronger among
users with low social media literacy. This difference may
reflect the distinct effects of media literacy on the sharing
of health-related misinformation versus the sharing of fake
news generally.

In summary, our findings revealed that the examined
factors had limited explanatory power, accounting for
only 52.5% (R*=0.525) of the variance in the intention to
share misinformation. This implies that individuals may
share misinformation out of habitual behavior, potentially
overlooking cognitive factors. Ceylan et al (31) reported
that habits consistently emerged as the primary predictor
of misinformation sharing, even when considering other
factors, such as political bias and critical thinking.

6 | J Educ Community Health. 2025; 12(3)



Our results should be interpreted with caution because
of the study’s limitations. First, the set of studied variables
should not be viewed as a comprehensive framework
but rather as an addition to previous research. Second,
the typical limitations to online surveys also apply to
our study. Due to the lack of a sampling frame, it was
impossible to randomly select the participants, and social
media users did not have the same chances of receiving the
questionnaire. Third, because of the self-reported nature
of data, responses may be subject to biases or inaccuracies.
Fourth, the study used a cross-sectional design, which
limits the ability to draw causal inferences. Additionally,
technical issues, such as internet connectivity, may
prevent some users from completing the survey with the
collective senses.
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